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Convolutional neural networks have driven advances in 

computer vision tasks such as object recognition and 

whole-image classification; however, more recent 

approaches have focused on dense prediction tasks, 

such as semantic segmentation, in which each pixel is 

labeled with the class of its enclosing object.1 To train 

deep learning networks for semantic segmentation, large 

datasets of accurately labeled ground truth data are 

required; however, in the area of digital pathology, whole 

slide images are often on the scale of 10+ gigapixels 

when digitized at 40X magnification, contain multiple 

magnification levels, and have unstandardized 

formats.2,3 Due to these characteristics, traditional 

techniques for the production of training and validation 

data cannot be used, resulting in the limited availability 

of annotated datasets for deep learning in digital 

pathology. This research presents a Python module and 

method to rapidly produce accurately annotated image 

patches from whole slide images.

SlideSeg was developed on Python 2.7 and is built on 

several open source libraries including NumPy, OpenCV, 

and OpenSlide.  The SlideSeg module is built to ingest a 

folder of annotated whole slide images.  An example 

whole slide image, along with it’s associated 

annotations, can be seen in Fig. 2. The user can specify 

several parameters, including output patch size, quality, 

and format. Furthermore, the pixel values for each 

semantic label can be viewed and specified in the 

annotation key, which can be seen in Fig. 1. 

SlideSeg successfully produces image patches with 

semantic labeling from annotated whole slide images, as 

shown in Fig. 4.  For an example image with annotated 

regions of lung malignancies, 28,000 image patches 

containing annotations, along with their associated 

image masks, were generated and saved in 

approximately twenty five minutes. These patches can 

be used to train a deep neural network for pixel-wise 

classification tasks, as shown in Fig. 5. 

This publicly available module overcomes the 

challenges of whole slide images, such as file size and 

format variability, and produces 'ground truth' image 

repositories from whole slide images for deep learning 

applications in digital pathology. This much needed 

functionality will allow research labs and clinics to use 

semantic segmentation, and other dense prediction 

methods, to detect and diagnose malignancies in whole 

slide images. Currently, the quality of the annotation 

masks produced by SlideSeg are limited by the quality of 

the original delineation of cancer regions by a 

pathologist using whole slide viewing software. Future 

work will focus on enabling SlideSeg to utilize GPU 

capabilities and parallel processing. 

Fig. 2. A whole slide image (top) with a pathologist’s 

annotations in an associated XML file (bottom). 

Fig. 4. Example image patches (250 x 250 pixels) and 

associated masks produced by SlideSeg for each 

magnification level in the whole slide image.

Fig. 5. Using the image patches and masks from SlideSeg 

to train a deep neural network. 

METHODS

Step 1: SlideSeg uses OpenCV and the annotation key to 

generate a multidimensional NumPy array of the 

annotations contained in the XML metadata file. 

Fig. 3. The intermediate annotation mask generated by 

SlideSeg for each whole slide image. 
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Step 2: Image patches and annotation masks are 

generated and saved according to the user’s specified 

parameters.

Fig. 1. The annotation key, which specifies the semantic 

labels for each annotation in the XML metadata file.
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